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Abstract

This article considers three methods of estimation, namely maximum likelihood, moments and \( L \)-moments, when data come from an asymmetric exponential power distribution. This is a four parameters very flexible parametric family exhibiting variety of tail and shape behaviour. The analytical expression of the first four \( L \)-moments of these distributions are derived, what allows the use of \( L \)-moments estimators. A simulation study compares the three estimation methods in small samples.
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1 Introduction

Hosking, Wallis, and Wood (1985) and Hosking and Wallis (1987) applied $L$-moments estimation method to extreme value distribution. They found that it performs better than method of moments and that both methods do well in small samples compared to maximum likelihood estimation. However, these studies exclusively refer to meteorological data. Our objective is to enlarge upon these previous studies by applying these methods to a general class of models with application in other fields. We will investigate whether similar conclusions can be reached.

For this purpose, we consider an asymmetric exponential power distribution, introduced and discussed by Ayebo and Kozubowski (2003). This family of distributions was obtained by the authors by incorporating inverse scale factors into the negative and positive orthants in generalized error distribution. It includes skewed Normal and skewed Laplace, studied respectively by Mudholkar and Hutson (2000) and Kotz, Kozubowski, and Podgórski (2001), quite useful for modeling in finance, economics and the sciences. Mudholkar and Hutson (2000) call their proposal *epsilon-skew-normal* distribution to differentiate it from the skew-normal distribution proposed by Azzalini (1985) (see also Azzalini 2005). The relationship between both definitions is analyzed in Section 3.

The choice of this flexible four parameters model lies in the fact that besides exhibiting variety of tail and shape behaviour, all three methods of estimation are applicable. A heavier tailed choice would have ruled out the method of moments. Method of moments and maximum likelihood are well-known to all statisticians whereas $L$-moments method (related to $L$-statistics) has appeared mainly in meteorological literature.

It is standard practice to summarise the observed data by moments and fit a probability density function to data set by method of moments, indeed it was the only method used to fit a mixture to a data set before the advent of EM algorithm. It is known to be markedly less accurate than maximum likelihood. Furthermore the information conveyed by third and higher order moments about the shape of distribution are often difficult to assess, particularly in small sample, where the numerical values of sample moments can be very different from those of probability density function from which sample is drawn (for details see Kirby 1974).
The maximum likelihood method for estimating the parameter or fitting the probability density function to a data set is universally used including the mixture facilitated by the introduction of EM algorithm. Its acclaimed superiority resides in its established asymptotic properties. In practice however, one has finite sample and asymptotic theory is not the reliable guide to finite sample performances (see Hannan 1987). Indeed often it gives worse results than suggested by asymptotic ones and in some cases yields parameter and quantile estimators which are less efficient than other methods.

The $L$-moments method being quite recent, we briefly describe it in the next section. Then in Section 3 we derive first four $L$-moments of asymmetric exponential power distributions, the expressions are quite complicated but they do simplify considerably in the symmetric case. In Section 4 we give some simulation results on three methods of estimation and summarize the results of simulation study. Finally the last section presents some concluding remarks.

2 $L$-moments and method of $L$-moments

The $L$-moments appeared without name for the first time in quantile expansion of Sillitto (1969). Hosking (1986) in his research report coined the name $L$-moments. Hosking (1990) unified scattered results of various authors and further added new results.

The $L$-moments and ordinary moments are special cases of probability weighted moments introduced by Greenwood, Landwehr, Matala, and Wallis (1979) as

$$M_{p,r,s} = \beta(r + 1, s + 1)E[X_{(r+1, r+s+1)}^p]$$

which exists for all $r, s \geq 0$ if and only if $E|X|^p$ is finite, where $X_{(r+1, r+s+1)}$ is $(r+1)-$th order statistic in sample of $r + s + 1$ size. Obviously $M_{p,0,0}$ are ordinary moments. Of special interest to us in the present context are

$$\{M_{1,r,0} = \beta_r = \frac{1}{r+1}E[X_{(r+1, r+1)}], r = 0, 1, \ldots \}$$

which uniquely characterise the distribution requiring only the existence of mean (see Chan 1967). The $L$-moments are linear function of expected order statistics and are defined as

$$\lambda_{r+1} = (r + 1)^{-1} \sum_{k=0}^{r} (-1)^k \binom{r}{k} EX_{(r+1-k, r+1)} = \sum_{k=0}^{r} p_{r,k} \beta_r, r = 0, 1, \ldots ,$$

3
\[ p_{r,k} = (-1)^{r-k} \binom{r}{k} \binom{r+k}{k}. \]

Explicitly

\[ \lambda_1 = \beta_0, \quad \lambda_2 = 2\beta_1 - \beta_0, \quad \lambda_3 = 6\beta_2 - 6\beta_1 + \beta_0, \quad \lambda_4 = 20\beta_3 - 30\beta_2 + 12\beta_1 - \beta_0. \]

Moreover these first four \( L \)-moments admit a more easily understandable expression:

\[ \lambda_1 = \beta_0, \quad \lambda_2 = \frac{1}{2} E(X_{(2,2)} - X_{(1,2)}), \quad \lambda_3 = \frac{1}{3} E(X_{(3,3)} - 2X_{(2,3)} + X_{(1,3)}), \]

\[ \lambda_4 = \frac{1}{4} E(X_{(4,4)} - 3X_{(3,4)} + 3X_{(3,4)} - X_{(1,4)}). \]

It follows that \( \lambda_1, \lambda_2, \lambda_3/\lambda_2 \) and \( \lambda_4/\lambda_2 \) may be regarded as a measures of location, scale, skewness and kurtosis respectively (see Section 2.3 in Hosking 1990 for more details).

The sample \( L \)-moments are defined as

\[ l_{r+1} = \sum_{k=0}^{r} p_{r,k} b_k, \quad r = 0, 1, \ldots \]

where

\[ b_r = n^{-1} \sum_{k=r+1}^{n} \binom{k-1}{r} \binom{n-1}{r}^{-1} x_{(k,n)}, \quad r = 0, 1, \ldots, n - 1, \]

and \( x_{(k,n)} \) is the \( k \)-th order statistic. One can equally represent the \( l_r \) in terms of \( U \) statistics, i.e., the average over all sub-samples of size \( r < n \). The method of \( L \)-moments consists in equating the sample \( L \)-moments to \( L \)-moments of distribution and solving for the parameters. The resulting estimators are consistent and asymptotically normal (for details see Hosking 1990).

The \( L \)-method is particularly handy for the models having quantile function explicitly expressible in terms of distribution function, specifically for the Tukey’s lambda distribution both methods of moments and maximum likelihood are not straightforward to apply, compared to \( L \)-method. Furthermore for heavy tailed distributions with only finite mean, this is a viable alternative to maximum likelihood (see Mudholkar and Hutson 1998 for a class of estimators analogous to \( L \)-moments that always exist). The \( L \)-moments being linear functions of order statistic, they are subject to less sampling variability, robust to outliers and the asymptotic results are reliable guide even for small samples.
3 L-moments of asymmetric exponential power distribution

The asymmetric exponential power distribution has the following density function:

\[ f(x) = \frac{\alpha \kappa}{\sigma (1 + \kappa^2) \Gamma(1/\alpha)} \exp \left\{ - \left( \kappa \operatorname{sgn}(x) \left( \frac{|x - \theta|}{\sigma} \right) \right)^{\alpha} \right\}, -\infty < x < \infty, \tag{1} \]

where \( \operatorname{sgn}(u) \) is the sign of \( u \). Parameters \( \theta \) and \( \sigma > 0 \) correspond to location and scale respectively, whereas \( \kappa > 0 \) and \( \alpha > 0 \) deal with skewness and shape of distribution. To have some idea of variety of tail and shape behaviour exhibited by the above model, we give its graph for some selected value of the parameters in Figure 1.

Ayebo and Kozubowski (2003) follow a general procedure described in Fernández and Steel (1998) that allows to introduce a skewed version \( f \) of a given symmetric about 0 density function \( f_0 \):

\[ f_k(x) = \frac{k}{1 + k^2} f_0(x \kappa \operatorname{sgn}(x)), \ k > 0. \]

A different mechanism appears in Azzalini (2005), where the skewed version of \( f_0 \) is

\[ f_{Az}(x) = 2 f_0(x) G(w(x)), \]

where \( G \) is the distribution function of an absolutely continuous random variable symmetric about 0, and \( w \) is an odd function. The following result (that can be easily verified) establishes that under certain conditions the first asymmetrization mechanism is a particular case of the second one.

**Proposition 1** If \( f_0 \) verifies that \( \lim_{x \to -\infty} f_0(\delta x)/f_0(x) = 0 \) for all \( \delta > 1 \), then for all \( x \)

\[ f_k(x) = f_{Az}(x) = 2 f_0^*(x) G(w(x)), \]

where

\[ f_0^*(x) = \frac{k}{1 + k^2} (f_0(xk) + f_0(x/k)), \ G(x) = \frac{f_0(xk \operatorname{sgn}(x))}{f_0(xk) + f_0(x/k)}, \ w(x) = \operatorname{sgn}(1 - k)x. \]

The condition on the tail behaviour of \( f_0 \) is needed to show that \( G \) is indeed a distribution function. It is fulfilled when \( f_0 \) is the exponential power distribution (in this case \( f_0(x) \propto \exp(-|x/\sigma|^\alpha) \)) that is the symmetric density used in equation (1) to define \( f(x) \).

The choice of model (1) on the one hand enlarges the previous studies on L-moments dealing exclusively with extreme values distribution and further allows to verify the claim by Hosking, Wallis, and Wood (1985) that for models with at least three parameters, the L-methods fairs better than the other two.
To compute the first four $L$-moments, we need to find

$$\beta_r = \int x F(x)^r f(x) dx, r = 0, 1, 2, 3,$$

where $F$ is

$$F(y) = \begin{cases} \frac{\kappa^2}{(1+\kappa^2)} \Gamma(1/\alpha, \left[\frac{(\theta-y)}{\sigma \kappa}\right]^\alpha), & y < \theta \\ 1 - \frac{1}{(1+\kappa^2) \Gamma(1/\alpha)} \Gamma(1/\alpha, \left[\frac{(y-\theta)}{\sigma \kappa}\right]^\alpha), & y \geq \theta, \end{cases}$$

the distribution function of the asymmetric exponential power random variable, $f$ is its probability density function and $\Gamma(a, x)$ is the normalized incomplete Gamma function.

It is not hard to verify the following statements. First, if $X$ has asymmetric exponential power distribution with parameters $\theta = (0, \sigma, \kappa, \alpha)$, then $-X$ has also exponential power distribution with parameters $\theta = (0, \sigma, 1/\kappa, \alpha)$. Second, if $\theta = 0$, $\beta_r(-X)$ can be obtained from $\beta_r(X)$ by replacing $\kappa$ by $1/\kappa$, furthermore

$$\beta_r(-X) = -\int x (1-F(x))^r f(x) dx = -\alpha_r(X).$$

Consequently it can be easily verified (see Hosking 1990) that $\lambda_3(X) = -\lambda_3(-X)$ whereas

$$\lambda_{2r}(X) = \lambda_{2r}(-X), \ r = 1, 2, 3.$$

This will be used as double check for the computation of $L$-moments.

Obviously

$$\lambda_1 = \beta_0 = EX = \theta + \frac{\sigma (1/\kappa - \kappa) \Gamma(2/\alpha)}{\Gamma(1/\alpha)}.$$

Note that

$$\lambda_r(X) = |b| \lambda_r(Y), \ X = a + bY,$$

consequently it is sufficient to find $\lambda_r/\sigma, r > 1$, from standardized exponential power distribution. By straightforward computation with $\theta = 0, \sigma = 1$, we find

$$\beta_1 = \int x F(x) f(x) dx = \frac{\kappa^3 (1/\kappa^2 - \kappa^2) \Gamma(2/\alpha)}{(1+\kappa^2)^2 \Gamma(1/\alpha)} + \frac{\kappa^2 (\kappa^3 + 1/\kappa^3) \Gamma(2/\alpha) I_{1/2}(1/\alpha, 2/\alpha)}{(1+\kappa^2)^2 \Gamma(1/\alpha)};$$

where $I_{1/2}(1/\alpha, 2/\alpha)$ is normalized incomplete beta function. Hence

$$\lambda_2 = -\frac{\sigma \kappa (1/\kappa - \kappa)^2 \Gamma(2/\alpha)}{(1+\kappa^2) \Gamma(1/\alpha)} + 2 \frac{\sigma \kappa^2 (1/\kappa^3 + \kappa^3) \Gamma(2/\alpha) I_{1/2}(1/\alpha, 2/\alpha)}{(1+\kappa^2)^2 \Gamma(1/\alpha)}.$$
Next
\[\beta_2 = \kappa^5(1/\kappa^2 - \kappa^2)\Gamma(2/\alpha) + 2\kappa^4(\kappa^4 + 1/\kappa^3)\Gamma(2/\alpha)I_{1/2}(1/\alpha, 2/\alpha)
+ \kappa^3(1/\kappa^4 - \kappa^4)\Gamma(2/\alpha)\Delta
\]

where
\[\Delta = \frac{1}{\beta(1/\alpha, 2/\alpha)} \int_0^{1/2} t^{(1/\alpha - 1)}(1 - t)^{(2/\alpha - 1)}I_{(1-t)/(2-\alpha)}(1/\alpha, 3/\alpha)dt.\]

Consequently
\[\lambda_3 = \frac{\sigma(1/\kappa - \kappa)(\kappa^4 - 4\kappa^2 + 1)\Gamma(2/\alpha)}{(1 + \kappa^2)^2\Gamma(1/\alpha)}
- \frac{6\sigma\kappa^3(1/\kappa - \kappa)(1/\kappa^3 + \kappa^3)\Gamma(2/\alpha)I_{1/2}(1/\alpha, 2/\alpha)}{(1 + \kappa^2)^3\Gamma(1/\alpha)}
+ \frac{6\sigma(1 + \kappa^4)(1/\kappa - \kappa)\Gamma(2/\alpha)\Delta}{(1 + \kappa^2)^2\Gamma(1/\alpha)}.\]

Finally
\[\beta_3 = \frac{\kappa^7(1/\kappa^2 - \kappa^2)\Gamma(2/\alpha)}{(1 + \kappa^2)^3\Gamma(1/\alpha)} + \frac{3\kappa^6(1/\kappa^3 + \kappa^3)\Gamma(2/\alpha)I_{1/2}(1/\alpha, 2/\alpha)}{(1 + \kappa^2)^4\Gamma(1/\alpha)}
+ \frac{3\kappa^5(1/\kappa^4 - \kappa^4)\Gamma(2/\alpha)\Delta}{(1 + \kappa^2)^4\Gamma(1/\alpha)}
+ \frac{\kappa^4(\kappa^5 + 1/\kappa^5)\Gamma(2/\alpha)\Delta_1}{(1 + \kappa^2)^4\Gamma(1/\alpha)},\]

where
\[\Delta_1 = \frac{\int_0^{1/2} \int_0^{1/2-y} y^{(1/\alpha - 1)}(1 - y)^{(2/\alpha - 1)}z^{(1/\alpha - 1)}(1 - z)^{(3/\alpha - 1)}I_{(1-z)/(1-y)}(1/\alpha, 4/\alpha)dzdy}{\beta(1/\alpha, 2/\alpha)\beta(1/\alpha, 3/\alpha)}\]

and
\[\lambda_4 = -\frac{\sigma\kappa(1/\kappa - \kappa)^2(\kappa^4 - 8\kappa^2 + 1)\Gamma(2/\alpha)}{(1 + \kappa^2)^3\Gamma(1/\alpha)}
+ 12\frac{\sigma\kappa^2(\kappa^3 + 1/\kappa^3)(\kappa^4 - 3\kappa^2 + 1)\Gamma(2/\alpha)I_{1/2}(1/\alpha, 2/\alpha)}{(1 + \kappa^2)^4\Gamma(1/\alpha)}
- 30\frac{\sigma\kappa^3(1/\kappa - \kappa)^2(1/\kappa^2 + \kappa^2)\Gamma(2/\alpha)\Delta}{(1 + \kappa^2)^3\Gamma(1/\alpha)}
+ 20\frac{\sigma\kappa^4(1/\kappa^5 + \kappa^5)\Gamma(2/\alpha)\Delta_1}{(1 + \kappa^2)^3\Gamma(1/\alpha)}.\]

For symmetric exponential power distribution, i.e., \(\kappa = 1\), we have \(\lambda_1 = \theta, \lambda_3 = 0\) and also the expressions for \(\lambda_2, \lambda_4\) considerably simplify.
4 Simulation study

We have developed a simulation study in order to gain an insight into the performance on small samples of the three estimation methods: maximum likelihood estimation (MLE), the moments method (MOM), and the L-moments method (LMO). Two main scenarios are examined: in the first one the location parameter \( \theta \) is taken as known (results in Table 1) whereas in the second case all four parameters are assumed to be unknown (results are in Table 2).

The log-likelihood function is

\[
\log L(\alpha, \kappa, \sigma, \theta) = n \left( \log \frac{\alpha}{\Gamma(1/\alpha)} + \log \frac{\kappa}{1 + \kappa^2} - \log \sigma - \frac{\kappa^\alpha}{\sigma^\alpha \bar{x}_\alpha^+} - \frac{1}{\kappa^\alpha \sigma^\alpha \bar{x}_\alpha^-} \right),
\]

where

\[
\bar{x}_\alpha^+ = \frac{1}{n} \sum_{i=1}^{n} (x_i - \theta)^+ \alpha, \quad \bar{x}_\alpha^- = \frac{1}{n} \sum_{i=1}^{n} (x_i - \theta)^- \alpha,
\]

and \([x]^+ = \max\{x, 0\}\), \([x]^− = \max\{-x, 0\}\).

The formulas for computing the MLE of \( \kappa \) and \( \sigma \) (depending on \( \alpha \) and \( \theta \)) are taken from Ayebo and Kozubowski (2003):

\[
\hat{\kappa} = \hat{\kappa}(\alpha, \theta) = \left[ \frac{\bar{x}_\alpha^-}{\bar{x}_\alpha^+} \right]^{\frac{1}{\alpha+1}},
\]

\[
\hat{\sigma} = \hat{\sigma}(\alpha, \theta) = \left[ \alpha (\bar{x}_\alpha^+ \bar{x}_\alpha^-)^{\frac{\alpha}{\alpha+1}} \left( [\bar{x}_\alpha^+]^{\frac{1}{\alpha+1}} + [\bar{x}_\alpha^-]^{\frac{1}{\alpha+1}} \right) \right]^\frac{1}{\alpha}.
\]

The function of \( \alpha \)

\[
\log L(\alpha, \hat{\kappa}(\alpha, \theta), \hat{\sigma}(\alpha, \theta), \theta)
\]

has to be numerically maximized to determine the MLE of \( \alpha \). The value \( \theta \) is consider to be known here.

When location parameter has to be estimated (second scenario) we follows the indication of Ayebo and Kozubowski (2003) and use a non-parametric mode estimator: the half-range mode estimation method (Bickel 2002). Let \( \hat{\theta} \) be this estimator of \( \theta \). \( \theta \) is replaced by \( \hat{\theta} \) in the expression of \( \bar{x}_\alpha^+ \) and \( \bar{x}_\alpha^- \) to obtain the corresponding log likelihood function \( \log L(\alpha, \hat{\kappa}(\alpha, \hat{\theta}), \hat{\sigma}(\alpha, \hat{\theta}), \hat{\theta}) \) that is maximized in \( \alpha \). An alternative method should be to estimate \( \alpha \) and \( \theta \) simultaneously by MLE, maximizing \( \log L(\alpha, \hat{\kappa}(\alpha, \theta), \hat{\sigma}(\alpha, \theta), \theta) \) in
both parameters. A numerical optimization in two variables should be conducted, and it would however be hard to distinguish between numerical and statistical performance of the estimation method. So we decide not to explore this way and follow Ayebo and Kozubowski (2003) advice.

For the moments method estimation we equate the empirical mean, variance and asymmetry coefficient to their theoretical counterpart and solve numerically the nonlinear system. We use the expressions given in Ayebo and Kozubowski (2003):

\[
\mu = E(X) = \theta + \sigma \left( \frac{1}{\kappa} - \kappa \right) \frac{\Gamma(2/\alpha)}{\Gamma(1/\alpha)},
\]

\[
\sigma^2 = Var(X) = \sigma^2 \frac{\Gamma(3/\alpha)}{\Gamma(1/\alpha) \kappa^2 (1 + \kappa^2)} - \sigma^2 \frac{\Gamma^2(2/\alpha) (1 - \kappa^2)^2}{\Gamma^2(1/\alpha) \kappa^2},
\]

\[
\gamma = E \left[ \left( \frac{X - \mu}{\sigma} \right)^3 \right] = \frac{(1 - \kappa^8)\Gamma(4/\alpha) - 3(1\kappa^2)(1 + \kappa^6)\Gamma(1/\alpha)\Gamma(2/\alpha)\Gamma(3/\alpha) + 2(1 - \kappa^2)^3(1 + \kappa^2)\Gamma^3(2/\alpha)}{(1 + \kappa^2) \left( \Gamma(1/\alpha)\Gamma(3/\alpha) \frac{1 + \kappa^6}{1 + \kappa^2} - \Gamma^2(2/\alpha)(1 - \kappa^2)^2 \right)^{3/2}}.
\]

Observe that only three theoretical moments are needed because, when it is necessary, parameter \(\theta\) is estimated by the half-range mode method.

Estimation by the method of L-moments follows a similar mechanics: we look for the combinations of parameters \(\alpha, \kappa, \) and \(\sigma\) solving the system of equations

\[
\lambda_r = l_r, \ r = 1, 2, 3,
\]

where \(\lambda_r\) are the theoretical L-moments (depending on parameters as it is stated in Section 3) and \(l_r\) are the empirical L-moments (computed as indicated in Section 2).

We have simulated samples of three different sizes \((n = 10, 20, 50)\). Only a value for the location parameter \((\theta = 0)\) and for the scale parameter \((\sigma = 1)\) are used because the use of different location and/or scale values has no effect on the results. Four values for \(\alpha\) \((0.5, 1, 2, 4)\) and two for \(\kappa\) \((1/2, 1)\) are considered. In this way we contemplated the double exponential case \((\alpha = 1, \kappa = 1)\), the normal case \((\alpha = 2, \kappa = 1)\), a more concentrated symmetric case \((\alpha = 4, \kappa = 1)\), a very heavy tail symmetric distribution \((\alpha = 0.5, \kappa = 1)\), and their right asymmetric versions \((\kappa < 1)\). The case \(\kappa\) is essentially equivalent to the case \(1/\kappa\) (only asymmetry direction changes), so we have only considered \(\kappa \leq 1\). The number
of simulated samples for each combination was $S = 5000$. Figure 1 shows the theoretical density functions for the simulated data.

(Figure 1 about here)

All the computations have been done in R (R Development Core Team 2005). In the MLE of $\alpha$ the one dimensional optimization were carried out with the R-function `optimize`, that uses a combination of golden section search and successive parabolic interpolation. For moments and $L$-moments estimation, the sum of squares of the differences between empirical and theoretical moments (or $L$-moments), as a functions of the unknown parameters, have been numerically minimized. The parameter combination where the minimum is achieved is considered as moments (or $L$-moments) estimator of the unknown parameters. The multivariate optimization R-function `optim` was used to minimize these sum of squares. A quasi-Newton method which allows box constraints (each variable can be given a lower and/or upper bound) has been chosen. For numerical stability reasons the objective functions were actually the logarithm of 1 plus the sum of squares, expressed as function of the logs of the parameters $\alpha$, $\kappa$, and $\sigma$. All the numerical optimizations have been done restricting $\alpha$ to the interval $[0.25, 6]$, $\kappa$ to $[0.1, 1.2]$, and $\sigma$ to $[0.5, 2]$.

Figure 2 shows the contour plots for the objective functions optimized to obtain the three type of estimators. The sample used to compute these functions has size $n = 20$ and was generated with $\alpha = 2$, $\kappa = 1$, $\sigma = 1$, and $\theta = 0$. The graphics in the left column use parameters as optimization variables, and logs of parameters are used in the right column. It can be seen that the contour level sets are more rounded when parameters are taken in logs. This fact helps in the numerical optimization process.

(Figure 2 about here)

Tables 1 and 2 show the results of the simulation. The first one corresponds to the case where $\theta$ is assumed to be known, and the second one to scenario with unknown $\theta$. For each combination of $n$, $\alpha$ and $\kappa$, for each estimation method, and for each estimated parameter two numbers are displayed: the average over the $S = 5000$ simulations, and the squared root of the mean squared error (in brackets and in italic). The figures corresponding to $\hat{\theta}$ in Table 2 show the performance of the nonparametric estimation of $\theta$.

(Table 1 about here)
We first briefly examine the estimation bias and then we deal with MSE in more detail. All three methods provide estimates with low bias for $\sigma$ and large for $\alpha$ and for $\kappa$, this one specifically for asymmetric distributions. On the basis of absolute value of bias estimates, we see that $L$-method fairs better than others for shape parameter $\alpha$ whereas for estimating $\sigma$ and $\kappa$, MLE and moments method share the lead. Obviously size of estimate bias reduces with increase of $n$.

A first attempt to analyze the squared root of MSE data could be to fit multifactorial ANOVA models. Six different models could be fitted, corresponding to the three estimated parameters ($\alpha$, $\sigma$, $\kappa$) and the two scenarios (known or estimated $\theta$). Each ANOVA model would include the four factors considered in the simulation (see factors and levels listed below) and perhaps second order interactions. Nevertheless our simulation data do not verify the required hypothesis for fitting such multifactorial ANOVA models: in fact we are dealing with a balanced design with only three true factors ($n$, $\alpha$ and $\kappa$) and the response variable is three dimensional, because for each combination of those factors we observe the three values of square root of MSE (computed from the same set of $S = 5000$ simulated samples) corresponding to the three types of estimator we are comparing. So the specific estimator in use is not a factor design. Given that strictly speaking it is not possible to fit univariate multifactorial ANOVA models to the squared root of MSE data, we opted for doing a descriptive analysis of the data, according to the following factorial structure:

<table>
<thead>
<tr>
<th>Factor</th>
<th>Levels</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimator</td>
<td>3</td>
<td>LMO; MLE; MOM</td>
</tr>
<tr>
<td>$n$</td>
<td>3</td>
<td>10; 20; 50</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>4</td>
<td>0.5; 1.0; 2.0; 4.0</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>2</td>
<td>0.5; 1.0</td>
</tr>
</tbody>
</table>

Figure 3 shows the main effects plots corresponding to the levels of the above four factors. Their six panels are a graphical summary of the squared root of MSE values for Tables 1 (known $\theta$, left column panels) and 2 (estimated $\theta$, right column panels). Each point represents the mean of all the square root of MSE values corresponding to a combination of a factor value and an estimated parameter. The interaction between factors are well summarized by the interaction plots shown in Figures 4, 5, and 6. Here each point is the
mean of all the square root of MSE values corresponding to a combination of values for two factors and an estimated parameter.

(Figure 3 about here)
(Figure 4 about here)
(Figure 5 about here)
(Figure 6 about here)

The following conclusions are derived from the simulation results and the main effects and interaction plots. We start with the estimation of $\alpha$ in the known $\theta$ case (see the first row first column panel in Figure 3 and the top panel in Figure 4). $L$-moments method is recommended for the estimation of $\alpha$, mainly when $n$ is small (10 or 20), and the true density has high tails ($\alpha$ small) or is asymmetric ($\kappa = 0.5$). When $n$ grows, the MSE of $\alpha$ estimators decreases, and this happens much more quickly for MLE than for moments or $L$-moments estimators. It can be seen that the MSE of $\alpha$ estimators increases when the true $\alpha$ increases. This is because when the target parameter $\alpha$ is bigger the variability of the estimation is also bigger. Nevertheless, observe that the MSE corresponding to $\alpha = 4$ is lower than that corresponding to $\alpha = 2$: the more regular shape of the density function when $\alpha = 4$ compensates the increment of MSE due to the increment in $\alpha$. The case corresponding to the estimation of $\alpha$ and unknown $\theta$ (estimated by mode estimation) is very similar to the previous one (see the first row second column panel in Figure 3 and the bottom panel in Figure 4). The precision in the estimation of $\alpha$ is similar for known or estimated $\theta$, as the main effects plots show.

Let us go now to the estimation of $\sigma$ in the known $\theta$ case (see the second row first column panel in Figure 3 and the top panel in Figure 5). In this case the moments estimator is the recommended one, due mainly to cases $\alpha < 2$ (heavy tail), $\kappa = 0.5$ (asymmetry) and $n = 10$. In other cases the MLE is the best one. The $L$-moments estimator is not recommended for the estimation of $\sigma$. The asymmetric case ($\kappa = .5$) brings better estimations of $\sigma$ than the symmetric one ($\kappa = 1$). When $\theta$ is unknown (see the second row second column panel in Figure 3 and the bottom panel in Figure 5) the MLE is the recommended one. In this situation is the value of $\alpha$ what mainly determines the performance of the estimators (MSE values decrease with $\alpha$). Another noteworthy difference with the known $\theta$ case is that now
the quality of the estimations does not depend on $\kappa$ (MSE values are practically constant in $\kappa$). The main effects plots show that $\sigma$ is much better estimated when $\theta$ is known (see the ordinate scale of the second row of panels in Figure 3).

Finally we deal with the estimation of parameter $\kappa$, starting with the known $\theta$ case (see the third row first column panel in Figure 3 and the top panel in Figure 6). Here the recommended estimator is the one based in $L$-moments. It is comparable to MLE in the asymmetric case ($\kappa = 0.5$) and clearly better in the symmetric case ($\kappa = 1$). A general fact is that MSE in the estimation of $\kappa$ is bigger for $\kappa = 1$ than for $\kappa = .5$. This happens again (as in estimation of $\alpha$) because usually the bigger is the parameter the bigger is the estimators variability. These differences are more remarkable for MLE than for the other two estimation methods. The corresponding case when $\theta$ is unknown (see the third row second column panel in Figure 3 and the bottom panel in Figure 6) presents a notable difference with respect to the previous situation: now the MSE increases in $\alpha$ and decreases in $\kappa$, while the opposite happens in the known $\theta$ case. Now MLE and $L$-moments estimator perform very similarly and both beat the moments estimator. The main effects plots show that $\sigma$ is much better estimated when $\theta$ is known (see the ordinate scale of the third row of panels in Figure 3).

As a summary we can say that $L$-moments method performs well when estimating $\alpha$ or $\kappa$. That is more clear for $n = 10$ and $n = 20$, specially for heavy tails densities ($\alpha \leq 1$). MLE is preferable for $n = 50$. Moreover moments estimator is competitive for small $n$ and big $\alpha$. According to the stability to the changes of levels of $n$ and $\alpha$, the $L$-moments, moments and MLE methods can be rated in this order.

From our study on relative performance of the three different estimation methods in small samples it is clear that no golden rule can be ascribed as to the best one for all parameters in small samples. Note that this in no way contradicts Hosking and Wallis (1987) conclusion that $L$-method outperforms others, as the performance of this estimator is heavily model dependent in such a situation.
5 Conclusions

This article presents the analytical expression of the first four \( L \)-moments of the asymmetric exponential power distributions, making possible considering \( L \)-method estimators for the parameters of this distributions family, as an alternative to maximum likelihood and moments estimation. An extensive simulation study has been developed to compare these three estimation methods. It shows that the \( L \)-moments method is competitive for small sample sizes and heavy tails distributions.
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<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\kappa$</th>
<th>$n = 10$</th>
<th>$n = 20$</th>
<th>$n = 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.50$</td>
<td>$0.50$</td>
<td>$\hat{\alpha}$</td>
<td>$1.58$</td>
<td>$1.45$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\sigma}$</td>
<td>$0.917$</td>
<td>$1.08$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\kappa}$</td>
<td>$0.564$</td>
<td>$0.637$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\mu}$</td>
<td>$0.513$</td>
<td>$0.524$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(0.0376)$</td>
<td>$(0.0656)$</td>
<td>$(0.0583)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\phi}$</td>
<td>$0.56$</td>
<td>$0.45$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(0.369)$</td>
<td>$(0.215)$</td>
<td>$(0.359)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\xi}$</td>
<td>$0.549$</td>
<td>$0.581$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(0.104)$</td>
<td>$(0.151)$</td>
<td>$(0.107)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\hat{\nu}$</td>
<td>$0.50$</td>
<td>$0.50$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(0.020)$</td>
<td>$(0.020)$</td>
<td>$(0.020)$</td>
</tr>
<tr>
<td>$1.00$</td>
<td>$0.50$</td>
<td>$\alpha$</td>
<td>$2.88$</td>
<td>$2.37$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\sigma$</td>
<td>$0.924$</td>
<td>$1.14$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\mu$</td>
<td>$0.564$</td>
<td>$0.566$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\phi$</td>
<td>$0.369$</td>
<td>$0.215$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\xi$</td>
<td>$0.453$</td>
<td>$0.494$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\nu$</td>
<td>$0.50$</td>
<td>$0.50$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(0.020)$</td>
<td>$(0.020)$</td>
<td>$(0.020)$</td>
</tr>
<tr>
<td>$2.00$</td>
<td>$0.50$</td>
<td>$\alpha$</td>
<td>$4.22$</td>
<td>$3.73$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\sigma$</td>
<td>$0.871$</td>
<td>$0.956$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\mu$</td>
<td>$0.556$</td>
<td>$0.566$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\phi$</td>
<td>$0.387$</td>
<td>$0.237$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\xi$</td>
<td>$0.397$</td>
<td>$0.36$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\nu$</td>
<td>$0.50$</td>
<td>$0.50$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(0.0777)$</td>
<td>$(0.109)$</td>
<td>$(0.0979)$</td>
</tr>
<tr>
<td>$4.00$</td>
<td>$0.50$</td>
<td>$\alpha$</td>
<td>$4.93$</td>
<td>$4.54$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\sigma$</td>
<td>$0.818$</td>
<td>$0.938$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\mu$</td>
<td>$0.52$</td>
<td>$0.565$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\phi$</td>
<td>$0.308$</td>
<td>$0.253$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\xi$</td>
<td>$0.257$</td>
<td>$0.165$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\nu$</td>
<td>$0.50$</td>
<td>$0.50$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$(0.0595)$</td>
<td>$(0.109)$</td>
<td>$(0.0893)$</td>
</tr>
</tbody>
</table>

Table 1: Simulations results. Known $\theta$. 
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| $\alpha$ | $n$ | $\sigma$ | $\theta$ | $\kappa$ | $\hat{\theta}$ | $\hat{\kappa}$ | $\hat{\sigma}$ | $\hat{\alpha}$ | $\hat{\theta}$ | $\hat{\kappa}$ | $\hat{\sigma}$ | $\hat{\alpha}$ | $\hat{\theta}$ | $\hat{\kappa}$ | $\hat{\sigma}$ | $\hat{\alpha}$ | $\hat{\theta}$ | $\hat{\kappa}$ | $\hat{\sigma}$ | $\hat{\alpha}$ | $\hat{\theta}$ | $\hat{\kappa}$ | $\hat{\sigma}$ |
| 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 |
| 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 |
| 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 | 4.00 |

Table 2: Simulations results. Unknown $\theta$. 
Figure 1: Probability density function of asymmetric exponential power distributions for some parameter combinations.
Figure 2: Contour level plots for the objective functions optimized in the estimation process. The big dot is placed in the parameter values used to generate the data. The theoretical expression of the MLE of $\kappa$ as a function of $\alpha$ (see equation 2) is represented in the first row of graphics.
Figure 3: Main effects plots for the square root of MSE values from Tables 1 (known $\theta$, left column) and 2 (estimated $\theta$, right column). First row of graphics represents the square root of MSE in the estimation of $\alpha$, second row corresponds to the estimation of $\sigma$, and the third one to the estimation of $\kappa$. 
Figure 4: Estimation of $\alpha$. Interaction plot for the MSE values. Top panel: known $\theta$. Bottom panel: estimated $\theta$. 
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Figure 5: Estimation of $\sigma$. Interaction plot for the MSE values. Top panel: known $\theta$. Bottom panel: estimated $\theta$. 
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Figure 6: Estimation of $\kappa$. Interaction plot for the MSE values. Top panel: known $\theta$. Bottom panel: estimated $\theta$.  
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